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Introduction

The purpose of this whitepaper is to showcase the ease of integration, best practices and expected performance results
for data backup and restore using the Pure Storage® FlashArray//M, Veeam Backup & Replication 9.5™ and Pure Storage
FlashBlade™ data solutions using realistic real-world examples. The combination of these innovative, 100% flash-

based solutions provides the best performance, highest levels of resilience, easiest implementation and perhaps most
importantly, extremely low RTO and RPO for your most critical workloads.

The following three core pieces of next generation storage and backup technology will be highlighted within this
document and explanations will be provided in how they seamlessly work together:

Pure Storage FlashArray//M: Provides high performance primary block storage for the most demanding datacenter
workloads including virtual machines, SQL and Oracle® databases and more. Pure Storage provides built-in snapshots
and replication to other Pure Storage arrays, always-on encryption and 100% non-disruptive operations including
firmware and generational controller upgrades which are traditionally disruptive for legacy storage vendors.

Veeam Backup & Replication 9.5: Provides a complete software solution for performing data protection, data
replication and disaster recovery tasks, such as VM backup, replication, copying backup files and carrying out bi-
directional disaster recovery procedures for FlashArray//M and FlashBlade. Veeam Backup & Replication also provides
integration with a wide range of cloud service providers for off-site data archival.

Pure Storage FlashBlade: A fast and dense unstructured data platform from Pure Storage that provides on-premise
rapid backup and recovery of archival data. Pure Storage FlashBlade additionally provides high-performance in

a dense-form factor for other unstructured data primary use cases such as machine learning, deep learning and
electronic design automation (EDA), among others. For more information, please follow this link.
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Architectural Overview

The test cases shown here are intended to emphasize the high levels of throughput, workload consolidation, minimized
RTO and RPO and ease of administration that these connected solutions provide. Though we will focus on vSphere
virtual machines in our examples, the use cases shown here are easily extensible to other workloads and hypervisors
such as SQL databases, VSI, Hyper-V® and Oracle just to name a few.

The below connectivity diagram illustrates how the various solutions are integrated with one another and illustrates the
lack of a single point of failure within the design:
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Figure 1: High-Level connectivity diagram of the overall solution

From the above diagram, here are more detailed specifics for each hardware and software elements:

*  Five VMware ESXi™ 6.5 hosts. Each ESXi host features two redundant 10GB network connections and two redundant
16GB Fibre Channel HBA connections for SAN connectivity.

e 250 Microsoft Windows 10™ desktops with 50GB drives (27GB used) were using the above ESXi hosts for compute.
The desktops had MS Office 2016™, Adobe Reader® and numerous iso, pdf, mp4 and many other pre-compressed
commonly used files on the local drive.

e One Pure Storage FlashArray//M20 with 10TB RAW Storage for primary Storage (-50 TB usable assuming a 5:1data
reduction ratio, which is the approximate measured average from the Pure Storage install base) running the Purity
Operating Environment version 4.9.3. The array used Fibre-Channel connectivity (though iSCSI would also be fully
supported), and will serve as our data source for backup. The vCenter instance, above described 250 desktops,
Veeam Proxy servers and all other vSphere-based components were hosted on the FlashArray//M.
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» Veeam Backup and Replication 9.5 installed on a physical Windows® 2012R2 server to provide backup and data
orchestration between FlashArray//M and FlashBlade as well as the cloud tier. This component was running on top of
a SuperMicro® server.

» One Pure Storage FlashBlade with 7 Blades (half-populated chassis) for the Backup Repository with 8TB per blade
running the Elasticity Operating Environment version 2.0.4. Pure Storage FlashBlade supports both NFS and SMB
protocols, though this paper will focus on the SMB 2.1 protocol.

» Two paired Brocade® VDX6740T Switches for 1/10/40GB resilient Networking.
»  Two Cisco® MDS 9148S 16GB Fibre-Channel Switches.

Test Process

Our test process will cover the following three simple steps with instructions, recommended best practices and
performance metrics shown for each phase:

Backup 250 VMs
from FlashArray//M
to FlashBlade

l

Delete 50 VMs
from vCenter

l

Recover 50 VMs
from FlashBlade to FlashArray//M
via Veeam Backup & Replication

Figure 2: Test process to be executed
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Veeam Backup & Replication 9.5
Setup and Best Practices

Veeam provides data backup and portability between both Pure Storage products, VMware vSphere and Hyper-V as well
as off-premise cloud solutions. This data orchestration is shown in the next diagram:
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Figure 3: Veeam Backup and Replication dataflow architecture

The major components of Veeam Backup & Replication consist of a physical or virtual management server, physical and/
or virtual proxy servers, backup storage repositories, gateway servers or Linux® hosts (for SMB and/or NFS share mounts,
respectively) and disk-based or cloud-based backup repositories for cold and/or offsite data storage. The backup proxy
and management servers are Windows-based installations that provide increased throughput and resiliency for data
movement between hardware appliances. The backup repositories can be Windows or Linux-based, network attached
storage systems such as Pure Storage FlashBlade.

The VEEAM Backup and Replication management server was hosted on a physical Windows server while the proxy
servers were virtualized on the same VLAN as our target desktops to maximize backup throughput and performance to
the backup repository. Conversely VEEAM supports a virtualized management server and physical proxy servers as well.
However, our rationale for installing Veeam Backup and Replication 9.5 on a physical host is that running Backup and
Replication separately from the target vSphere instance would enable faster recovery should the entire target vSphere
instance become corrupt or require top-level recovery.

As both Pure Storage FlashArray//M and FlashBlade have hundreds of thousands of IOPS available at low latency, certain
values within the Veeam Backup and Replication 9.5 console can be changed to provide higher levels of throughput,
enabling backup jobs to be completed much faster than if they were left at default values.

The most important such change to make is editing the registry of the server running Veeam Backup and Replication
to increase the overall throughput and parallelism for processing VMs for backup. For our testing, we increased the
MaxSnapshotsPerDatastore value from the default dword of 4 to 24.
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The registry entry can be found under HKLM —> Software —> Veeam —> Veeam Backup and Replication —>
MaxSnapshotsPerDatastore. The updated key and path to it can be seen in the below screenshot:

- 4 Registry Editor
File Edit View Favorites Help
4.{M Computer Mame Type Data
I~ . HKEY_CLASSES ROOT 3B (Default) REG_SZ (value not set)
I . HKEY_CURRENT_USER %] AgentLogging REG_DWORD 0x00000001 (1)
4~ |, HKEY_LOCAL_MACHINE SﬂAgantLongtions REG_SZ flush
b s BCDODOODDOD 4 BackupServerPort REG_DWORD 0x00002400 (9392)
»-dd HARDWARE | CloudServerPort REG_DWORD 0x00002713 (10003)
bl SAM 3| CloudSvePort REG_DWORD 0x00001819 (6160)
i SECURITY alt| CorePath REG_SZ C\Program Files\Vesam'\Backup and Replication',...
4 ;_Sami‘:f 4| EndPointServerPort REG_DWORD 0x00002711 (10001)
b Clients 74| I mportServers REG_DWORD 000000000 (0)
b |, Description i';'_é]\;Componant;UpdateRaquirad REG_DWORD 000000000 (0)
b || Microsoft i’;'_-ﬂLoggmgLevel REG_DWORD (00000004 (4)
l‘> -1 Mozilla fg'_-ﬂMaxLogCount REG_DWORD 000000004 (10}
b ODBC %) MaxLogSize REG_DWORD 0x00002800 (10240)
- Policies i';'_é]iacure(ﬂnnaction;l’ort REG_DWORD ([000024b3 (9401)
‘ Registeredpplicatior SﬂSqlDatabasaName REG_SZ WeeamBackup
|:> | SimenTatham EﬂSqllnstanceName REG_SZ VEEAMSQL2012
a | Veeam S_?JSqILocklnfo REG_SZ <CLockinfo xminsixsd="http://www.w3.0rg/2001/..,
b | Vesam Backup an | 25|SglLogin REG_SZ
[:> | Veeam Backup C | lab|SqiSecuredPassword REG_SZ
. Veeam Endpoint [ | ab|SqiServerName REG_SZ BAREMETALWIN201
: . Veeam Mount Serl| 24| vddkReadBuffersize REG_DWORD 0x00000000 (0)
b L) WowBd32Node 38 VNXBlockNaviSECCIiPath REG_ST C4\Pragram Files\Veeam\Backup and Replication),...
i SYSTEM ab]yNXeUemcliPath REG_SZ C:\Pragram Files\Veeam\Backup and Replication,..
b oo HKEV_USERS 28] WorkWithoutSOL REG_DWORD 00000000 (0)
[~ . HKEY_CURRENT_COMNFIG REG_DWORD (00000018 (24)

Figure 4: Registry entry modified for increased throughput during testing

Pure Storage FlashBlade Backup Repository Setup

Veeam uses multiple physical and/or virtual machines for data movement from the primary storage device to the storage
repository. The next diagram illustrates how data is moved for an SMB/CIFS backup repository share:
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Backup
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Gateway SME
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Figure 5: SMB/CIFS data flow diagram for Veeam
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NFS is also supported and architecturally shown below, though that protocol is not within the scope of this document.

I

Eackupserver

"
' ‘

CiVeeam Data Mover ‘' Veeam Data Mover

- =" A

Source host Backup Linux
proxy repository server

Figure 6: NFS dataflow diagram for Veeam
In the next few screenshots we will show how FlashBlade is configured as a new backup repository:

First, a new File System on FlashBlade must be created to be used as the backup repository. The below example will use
the SMB protocol, though NFS could also be used.

From the Pure Storage FlashBlade GUI, highlight the Storage option and then click on the + sign on the right.

Searage
— N . — - [Ep— e [T

Figure 7: FlashBlade File System creation from GUI
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For SMB, we recommend enabling both the NFS as well as SMB adapters on the File System for accurate space reporting
within the Veeam console.

Name VEEAM-Windows e

Provisioned Size 10 T o
Fast Remove [\)
Protocols
NFsS SMB HTTP
Enabled O
Export Rules *(rw,no_root_squash)
P
Cancel

Edit File System

Name  VEEAM-Windows i
Provisioned Size 10 T x
Fast Remove I\)
Protocols
MNFS SMB HTTP

SME Adapter O
Enabled

Cancel

Figure 8: Naming, sizing and enabling the NFS and SMB protocols on a Pure Storage FlashBlade File System
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With the backup repository location created on Pure Storage FlashBlade, we next moved over to the Veeam Backup and
Replication 9.5 console. Under the Backup Infrastructure select the Backup Repositories select Add Repository. First,
provide a name for the repository:

Mew Backup Repository -

Name
Type in a name and description for this backup repository.

Name Name:
FlashBlade-SME|

Type

Description:
Fmem Created by BAREMETALWIN20T\Administrator at 9/10/2017 10:24 PM.
Repository
Mount Server

Review

Apply

=

Figure 9: Naming new FlashBlade backup repository in Veeam Backup and Replication

Next, as we have enabled SMB on our repository we are selecting the CIFS (SMB) shared folder option:

Mew Backup Repository .

Type
Choose type of backup repository you want to create.

Name ) Microsoft Windows server

Microsoft Windows server with internal or directly attached storage. Data mover process running
Type directly on the server allows for improved backup efficiency, especially over slow links.
Server

(O Linux server
Repaository
Linux server with internal, directly attached, or mounted MFS storage. Data mover process running

directly on the server allows for more efficient backups, especially over slow links,
Maount Server

Review ® Shared folder
CIFS (SMB) share. When backing up over slow links, we recommend that you specify a gateway

Apply -
server located in the same site with the shared folder.

() Deduplicating storage appliance
Advanced integration with EMC Data Domain, ExaGrid and HPE StereOnce, For basic integration,
use the Shared folder option above,

et

Figure 10: Selecting type of backup repository within Veeam console
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Enter a data IP address from Pure Storage FlashBlade and then the File System name in this format: <Data IP Address>\
SMB Share Name within the Shared Folder field as the next screenshot shows.

New Backup Repository ILI
Share

Type in UNC path to share (mapped drives are not supported), specify share access credentials and how backup jobs should
write data to this share.

Name Shared folder:
|\\1 0.21.108.14\veeam-windows

| ‘ Browse...
Type

D This share requires access credentials:
; .

Repository Manage accounts

Mount Server

Review & Checking server capabilities

Apply

) The following server:
BareMetalWin2012R2 (Backup server)

Use this option to improve performance and reliability of backup te a NAS located in a remote
site.

Figure 11: Entering CIFS/SMB data path to FlashBlade within Veeam console

With the path entered correctly the path to the folder and amount of overall and available space are shown. We elected
to not throttle any 1/0 tasks under ‘Load Control’ though customers concerned about network 1/0O can certainly do so
depending on their own unique environment.

Mew Backup Repository .

Repository
Type in path to the folder where backup files should be stored, and set repositery load centrol options,

MName Location
Path to folder
‘\\10.21.108.14\veeam—window; |

wme Capacity: 10.0TB
Thepsstan [T = recsmoce 5518

Maount Server

Type

Share

Load control

Running too many concurrent tasks against the same repository may reduce overall performance,

Review and cause |/0 operations to timeout. Control storage device saturation with the following settings:

Apply [] Limit maximum concurrent tasks to: =
[ Limit read and write data rates to: = MB/s

Click Advanced to customize repository settings

< Previous

Cancel

Figure 12: Selecting load control and advanced storage options for FlashBlade backup repository within Veeam console
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Next, click on the Advanced... and the check the setting as shown in below figure to maximize overall throughput and
take advantage of the performance provided by Pure Storage FlashArray//M and FlashBlade:

Storage Compatibility Settings -

[] Align backup file data blocks

Allows to achieve better deduplication ratic on deduplicating storage devices
leveraging constant block size deduplication. Increases the backup size when
backing up to raw disk storage,

["] Decompress backup data blocks before storing
VM data is compressed by backup proxy according to the backup job
compression settings to minimize LAN traffic. Uncompressing the data before

storing allows for achieving better deduplication ratic on most deduplicating
storage appliances at the cost of backup performance.

Use per-VM backup files

Per-VM backup files may improve performance with storage devices benefiting
from multiple I/0 streams. This is the recommended setting when backing up to
deduplicating storage appliances.

| oK | | Cancel ‘

Figure 13: Recommended advanced backup repository storage options in Veeam console

CIFS/SMB shares require a mount (gateway) server for data movement to the FlashBlade backup repository. In our example
testing we used the physical host with Veeam Backup and Replication 9.5 installed, however virtualized Windows servers
are also suitable for this task and which method to use really depends on network connectivity. That is, we recommend
putting the gateway server on as strong of a network connection to the FlashBlade SMB share as possible.

Mew Backup Repository .

— Mount Server
e Specify a server to mount backups to for file-level restores. vPower NFS service allows for running virtual machines directly from
backup files, enabling advanced functionality such as Instant VM Recovery, SureBackup and On-Demand Sandbox.

Mount server:

Name
|EaraMata\WinlD1 2R2 (Backup server) v

Type
Share Enable vPower NFS service on the mount server (recommended)

Specify vPower NFS write cache location on the mount server. Make sure the selected volume has
Repository enough free disk space available to store changed disk blocks of instantly recovered ViMs,
Mount Server [atize ‘L ProgramDat | | Browse...
Review
Apply

Click Ports to change NFS server and backup mount listener ports
=

Figure 14: Selecting gateway/mount server for CIFS/SMB backup repository in Veeam console
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Finally, review the setting and once confirm click on Apply and Finish to complete adding the FlashBlade as Target repository.

Review

Name

Type

Share
Repository
Mount Server
Review

Apply

Mew Backup Repositary -

Backup repository properties:

Repaository type:
Mount host:
Account:

Backup folder:

Write throughput:
Max parallel tasks:

Please review the settings, and click Apply to continue,

CIFS

BareMetalWin2012R2

Not set
\110.21.108.14\veeam-windows
Not limited

Not limited

The following compeonents will be processed on server BareMetalWin2012R2:

Transport
vPower NFS

Mount Server

already exists
already exists
already exists

[] Import existing backups automatically

Figure 15: Completing FlashBlade backup repository within Veeam console

Veeam Backup and Replication
vSphere Integration Setup

After the backup repository has been setup, we next connected our vCenter instance to the Veaam Backup & Replication
console, so that the inventory can be ingested and protection policies for any single or group of virtual machine(s) from
our test group or even any single file or group of files within a selected desktop can be scheduled for backup.

First, click on the following series of options in the Veeam console:

£}

[P VIRTUAL MACHINES

E‘ ADD SERVER

Before using Veeam Backup & Replication, you must register your virtual infrastructure. To start this process, elick the Add Server butten in the ribbon (or just click this text).
For VMware vSphere, add one or more vCenter Servers. You can also add hosts individually. Adding vCenter Server(s) is preferred, because it makes Veeam Backup & Replication vhMotion-aware
For Microsoft Hyper-V, add one ar more System Center Virtual Machine Manager (SCVMM) Servers, Hyper-V clusters, or individual Hyper-V hosts.

@

VMWARE VSPHERE

Adds vCenter Server (recommended), or standalone vSphere Hypervisor (ESX/ESXi).

Figure 16: Icons to select in sequence in Veeam console for vCenter integration
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This will spawn the New VMware Server wizard, so we next enter in the IP address for vCenter (DNS name is also acceptable):

Name
Specify DNS name or IP address of ViMware server,

DMS name or [P address:
[1021.107.66

Credentials
Description:
Created by BAREMETALWIN201\Administrator at 8/11/2017 1:46 AM.

55H Connection

Summary

| < Previous | | Finish | | Cancel

Figure 17: Enter vCenter DNS or IP address

Provide credentials that have administrative rights over your vCenter instance:

Credentials
Select server administrator's credentials. If required, specify additional connection settings including web-service port number.

Name r Select an account with local administrater privileges on the server you are adding. Use
?% DOMAINYUSER format for domain accounts, or HOSTWUSER for local accounts.

S5H Connection

Credentials: administrator@vsphere.local (administrator@

Manage accounts

Summary

Blched L1

Default ViMware web services port is 443, If connection cannot be
port customization in the vCenter Server or ESK(i) server settings.

check for p

Port:

Figure 18: Enter administrative credentials for vCenter from Veeam console

© 2018 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners.
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Click Finish to add the vCenter instance.

Summary

You can copy the configuration information below for future reference.
=

MName

Summary:
VMware vCenter Server '10.21.107.66" was successfully modified.
Troirels Hast info: VMware vCenter Server 6.5.0 build-4602587
Connection options:

User: administrator@vsphere.local
Port: 443

Previous Jext = Cance

Figure 19: Confirmation of vCenter integration with Veeam

Veeam Backup Job Setup and Results

We moved on to setup our Backup Job for the 250 virtual machines and applied a few specific job settings. The first step
is to make the following selections from within the Veeam GUI to begin creating the backup job:

EE BACKUP & REPLICATION

4

1
Backup
Job

Figure 20: Icons to select within Veeam console for new Backup Job
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With the New Backup Job wizard spawned, first give the job a name:

Name
Type in a name and description for this backup job.

MNarne:

[vn250]

Virtual Machines
Description:
Swege Created by BAREMETALWIN20T\Administrator at 9/11/2017 2:09 AM.

Guest Processing

Schedule

Summary

| < Previous | | Mext = | |

Figure 21: Provide a name for new Veeam Backup Job

As our vCenter instance was integrated to the Veeam console previously, we next selected our target 250 virtual
machines for backup.

Virtual Machines

|¥‘ Select virtual machines to process via container, or granularly. Container provides dynamic selection that automatically changes
= m as you add new VM inte container,

Virtual machines to backup:

MName Type Size Add...
Storage

Guest Processing

Schedule

MName

+ Up

Summary

Recalculate

Total size:
0B

| = Previous | | Mext = | | Finish | | Cancel

Figure 22: Click ‘add’ to browse vCenter instance for VMs to add to Backup Job
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Select objects:

E'_'r_l CH-M-array

Er_l Deprecated BigSQL-VYM 07-27 01:44
D'_"F vesa-reb3

15§ VM-Proxy-1

155 VM-Proxy-2

(5§ VM-Proxy-3

55 VM-Proxy-4

(5§ Win10-10

{5y Win10-10 06-21 20:50 0
{5y Win10-10 06-21 20:50 1
{5 Win10-100

{55 Win10-101

{55 Win10-102

5y Win10-103

55 Win10-104

(5§ Win10-105

(5§ Win10-105

(5§ Win10-106

5§ Win10-107

|*- Type in an object name to search for

Figure 23: Highlight and select the 250 desktops to add to the Backup Job

Virtual Machines

& Select virtual machines to process via container, or granularly. Container provides dynamic selection that automatically changes
= m as you add new VM into container.

MName Virtual machines to backup:

MName Type Size

Add.
TEWin10-10 Virtual M... 50,0 GB
55 Win10-10 06-21 20:50 0 Virtual M... 500 GB —
Storage

= - .
BiiPreasng Ly Win10-100 Virtual M...  50.0 GB

[m]>]

D'_‘?Win10-1006-21 20:501 Virtual M...  50.0 GB
E?Win‘lﬁ-‘lﬁ‘l Virtual M...  50.0 GB
Schedule Eiwmw-wz Virtual M...  50.0 GB
D'_‘?Win‘lﬁ-‘lﬁi Virtual M... 50,0 GB

Summary (9 Win10-104 Virtual M...  50.0 GB

EFWin‘IO-'IOS Virtual M... 50,0 GB
EFWin‘IO-'IOS Virtual M... 50,0 GB
D'T‘FWin‘IO-'IOE Virtual M... 50,0 GB
EFWin‘IO-'IO? Virtual M... 50,0 GB
EFWin‘IO-'IOS Virtual M... 50,0 GB
EFWin‘IO-'IOQ Virtual M... 50,0 GB
SWin10-11 Virtual M...  50.0 GB
EFWin‘IO-'I'IO Virtual M... 50,0 GB
D'T‘FWin‘IO-‘I‘I‘I Virtual M... 50,0 GB || Total size:
L Win10.112 Wirbual b S0 0GR ] 9.99TB
[ <Previous | [ Net> || Fnen || Cancel

Figure 24: 250 desktops added to Backup Job
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With the target VMs selected and added, next we selected our backup repository on FlashBlade. In this step, certain
proxy server(s) can be selected specifically or Veeam can automatically select one or more proxy VMs based upon
network connectivity and availability relative to other active backup jobs.

Mew Backup Job -

Storage
I*‘ Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by this
= m job and customize advanced job settings if required.

Name Backup proxy:
[1021.108.92; 10.21.108.93 |[ choose...

Virtual Machines
Backup repository:

Storage | FlashBlade-5MB (Created by BAREMETALWIN20T\Adrministrator at 5/9/2017 1:04 P |

§ 5.47 TB free of 10.0 TB Map backup
Retention policy

Guest Processing
Schedule Restore points to keep on disk: | 5 (i ]

Summary [[] Configure secondary destinations for this job

Copy backups preduced by this job to ancther backup repository, or to tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off-site.

Advanced job settings include backup mode, compression and deduplication,
block size, notification settings, automated post-job activity and other settings.

s

Figure 25: Select the FlashBlade repository, set proxy server affinity, set number of restore points
and select any advanced options for Backup Job

Incremental backup jobs were used for our testing, though reverse incremental can certainly be used if the use case or
customer preference calls for it.

Advanced Settings -

Backup | Maintenance I Storage I Motifications I vSphere I Integration | Scripts |

Backup mode

) Reverse incremental (slower)

Increments are injected into the full backup file, so that the latest backup file
is always a full backup of the most recent VM state.

® Incremental (recommended)

Increments are saved inte new files dependent on previous files in the chain,
Best for backup targets with poor random I/0 performance.

Create synthetic full backups periodically

Create on: Saturday
[] Transform previous backup chains into rollbacks

Converts previcus incremental backup chain into rollbacks for the
newly created full backup file.

Active full backup

[[] Create active full backups periodically

Meonthly on: | First Monday Months...
Weekly on selected days: Days...
| oK | | Cancel |

Figure 26: Set Incremental backup mode for best performance
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Further selections that we made in our example backup job are shown in the next two screenshots below. Compression
level was set to Optimal as we found this provided the best blend of archive size and throughput performance, storage
optimization was set to local target as we had strong network connections throughout the design.

Advanced Settings .

| Backup | Maintenance| Storage |Notifications I\rSphere I Integration I Scripts |

Data reduction

Enable inline data deduplication (recommended)
Exclude swap file blocks (recommended)
Exclude deleted file blocks (recommended)

Compression level:

|Optima| (recommended) W

Optimal compression provides for best compression to performance ratio, and
lowest backup proxy CPU usage.

Storage optimization:

Local target v

Best performance at the cost of lower deduplication ratio and larger incremental
backups. Recommended for direct-attached storage.

Encryption

[] Enable backup file encryption

Add...

I\ Loss protection disabled Manage passwords

Save As Default | QK | | Cancel |

Figure 27: Set compression level to ‘optimal’ and storage optimization to ‘local target’ for best overall throughput

Mew Backup lob

Guest Processing
[ _* y Choose guest O5 processing options available for running Vivs.

Mame [7] Enaible application-aware processing

Detects and prepares applications for consistent backup, performs transaction logs precessing, and
configures the 05 to perform required application restore steps upon first boot.

Storage Custornize application handling opticns for indiidual items and applications

T

Creates catalog of guest files to enable browsing, searching and 1-click restores of indivadual files.
Schedule Indeang is eptienal, and is not required to perform instant file level recovenies,
u

Customnize advanced guest file systern indeang options for ndividual items

Virtual Machines

Summary

Manage accounts

Automatic selection

Figure 28: Optional application aware image processing and indexing

© 2018 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners.
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With our configuration set, we scheduled our backup to run daily and immediately launched the job upon closing the wizard.

New Backup Job .
Summary
The job's settings have been saved successfully, Click Finish to ext the wizard,
Name Summary:
Mame: V2501 IS
Virtual Machines Target Path: \110.21.108. 14\VEEAM-Windows |E|
Type: VMware Backup
Storage Enable guest file system indexing
Source items:
Win10-10 (10.21.107.66)
BresiieE=hg Win10-10 06-21 20:50 0 (10.21.107.66)
Win10-10 06-21 20:50 1 (10.21.107.66)
Schedule Win10-100 (10.21.107.66)

Win10-101 (10.21.107.65)
_ Win10-102 (10.21.107.66)
Win10-103 (10.21.107.65)
Win10-104 (10.21.107.65)
Win10-105 (10.21.107.65)
Win10-105 (10.21.107.66)
Win10-106 (10.21.107.66)
Win10-107 (10.21.107.66)
Win10-108 (10.21.107.66)
Win10-109 (10.21.107.66)
Win10-11 (10.21.107.66)
Win10-110 (10.21.107.66)
Win1N-111 110 21 107 ARY

[] Run the job when | click Finish

= Previous lext > Finish Cancel

Figure 29: Backup Job summary screen

During this initial protection run for our 250 VMs, we configured three virtual Proxy Servers to backup VM's from
FlashArray//M to the FlashBlade data hub to provide load balancing and resiliency. The metrics from the Veeam Backup
and Replication Console, Pure Storage FlashArray//M and FlashBlade GUIs, shown below,

We can see that our entire dataset was ingested and backed up in approximately one hour and forty mintutes, which
highlights the huge performance gains provided in running an all-flash datacenter, as legacy backup repository solutions
require significant more time to complete. Worth noting is that subsequent backup runs will generally take a fraction of the
time and space of the initial run as the only data moved will be changes to the original dataset. The Veeam console below
confirms fast VM data backup as well as backup data space efficiencies from setting the compression level to Optimal.

B 250VMs (Full)

lob progress: 100% 251 of 2531 VMs
I ——

SUMMARY DATA STATUS

Duration: 1:39:31 Processed: 7.2TB (100%) Success: 251
Processing rate: 1GB/s Read: 5.8 TE Warnings: 0
Bottleneck: Target Transferred: 46TE(1.3%) Errors: 0
THROUGHPUT (ALL TIME)

Speed: 1.7 GE/s

Figure 30: Veeam console showing important metrics during initial 250 VM Backup Job

© 2018 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners.
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On Pure Storage FlashBlade we experienced consistent 1GB/s write performance throughout the 250 VM backup creation.

Latency

i e W
Tl s W

May ¥ EEAS 0

Banlwilin
Ry 0 B0
Bapieil iy A3 BF

v Lardandh

Figure 31: FlashBlade GUI during 250 VM Veeam Backup Job run

The below image shows before and after capacity information from the Pure Storage FlashBlade File System hosting the
250 VM backup data, which agrees with the amount of data shown as transferred in the Veeam console.

VEEAM-Windows 1000T 178876 2% 10to1 17779G  NFS,SMB X
VEEAM-Windows 1000 T 4737 47% 10to1 472T NFS,SMB X

Figure 32: Pure Storage FlashBlade before (top) and after (bottom) showing space used during 250 VM Backup Job

© 2018 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners.
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The FlashArray//M hosting the 250 desktops was easily able to provide the read throughput necessary to ingest the 250
VMs during the backup run while still maintaining very low latency to not adversely impact production workloads.

+ | Provisioned_Tota Reducton
Alerts ~ Capacity | 13451 s6ot01

Data Reduction .
91t 1 .

ARRAY STATUS

[ Volumes [ Snapshots Shared Space System [ Empty Space
Mis2r Msas26 MoaosT 0 266T

~ Latency

150ms

RECENT ALERTS

There are no new alerts

o0 s 130 s 1200 215 230 245 1300

o0 s 30 s 1200 215 230 1245 1300

~ Bandwidth

300688
200GBis

100685

2017.05.09 13:69:10

20170509 13:59:10
Wites: 033K —
Readssites: 361K

AgIOSEe  66261K - w‘\/\

1330 1345 1800 1815 1430 ass 1500

2017.05.09 13:56:

Used  Total
293T/558T

o0 s 30 s 1200 21 2% 3 500

515

3 500

Figure 33: Pure Storage FlashArray//M GUI during 250 VM ingest

Zoom 24 hours -

Worth noting again from this experiment is that the initial VM ingest will always be the most ‘expensive’ in terms of
bandwidth, IOPS and time. That is, subsequent Backup Job runs will only update the changes made to the target VMs,
rather than running a full VM backup as was done in this first example.

We next deleted this backup data from Pure Storage FlashBlade and repeated this experiment with four proxy servers to

see what sort of further efficiencies could be gained, if any.

All proxy VMs had the following hardware characteristics and were hosted on the same Pure Storage FlashArray//M and

vCenter instances are our 250 target VMs:

Proxy Server Component Value
vCPU 10
RAM 16 GB
Hard Disk 500GB

SCSI Controller

VMware Paravirtual

Network Adapters (VMXNET 3)

2

Number of Concurrent Veeam Tasks

24>

*Veeam recommends approximately 2x max concurrent tasks relative to total number of CPUs

Table 1: Proxy Server configuration used in all testing

© 2018 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners.
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We can see from the below table that we found no significant difference in adding an additional proxy server other than
the job completion time decreasing by approximately ten minutes and the overall throughput increasing slightly.

We recommend a minimum of two proxy servers for resiliency and load-balancing. However, additional proxy servers
should be considered if target VMs are in geographically disperse locations and/or if minimizing backup duration as much
as possible is important or for much larger numbers of virtual machines. As always, we recommend experimenting in
your own unique environment in order to determine the optimal configuration for your use cases and data.

Component 3 Proxy Servers 4 Proxy Servers
Duration 1hr 39 mins 1hr 29 mins
Processing Rate 1GB/s 1GB/s

Data Processed 9.7TB 9.8TB

Data Read 58TB 597B

Data Transferred 4.6TB (1.3x) 4.6TB (1.3x)
Throughput (ALL TIME) 1.7GB/s 2.0GB/s

Table 2: Relative performance of 3 and 4 Proxy Servers during 250 VM Backup Job (initial run)

Veeam Virtual Machine Restore Setup and Results

The next step of the test process was to delete 50 VMs from our 250 VM pool from within vCenter and restore those 50
desktops from the Veeam Backup and Replication as quickly as possible. To start, we first powered off the 50VMs and
then deleted them from our vCenter inventory.

From there, we returned to the Veeam Backup and Replication 9.5 console and made the following icon selections to kick

off the recovery operation:

YIRTUAL MACHIMES

N RESTORE

E— To restore a virtual machine (Vi) from a backup or replica, click the Restare buttan in the ribbon (or just click this text).
You can also browse the Backups node of the infrastructure tree to locate the required VM. Select the VM to see a list of available restore options.
You can also start a restore from backup by double-clicking the full backup (WBK) file in Windows Explorer.

Figure 34: Icons to select in order to start Veeam Restore Wizard

© 2018 Veeam Software. Confidential information. All rights reserved. All trademarks are the property of their respective owners.
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Once the Restore Wizard was launched, we selected the Entire VM restore option from backup:

Restore Options
What weuld you like to do?

L |
% Restore from backup E’R Restore from replica
|Eh

() Instant VM recovery (O Failover to replica

(®) Entire VM (including registration) (O Planned failover

() Virtual disks () Failback to production

O VM files (VMDK, VIMX) () Guest files (Microsoft Windows)
) Guest files (Microsoft Windows) ) Guest files (other 05)

) Guest files (other 05) ) Application items

(O Application items
() Restore to Microsoft Azure

Figure 35: Selecting Entire VM restore option from backup

The next step in the wizard was to add the VMs that we deleted to the recovery job operation from our earlier backup.

Add VM

From infrastructure...

From backup...

Lo-Ta Ty T T

Select virtual machine:
Job name Last restore point WM count  Restore points count ~
E]Win‘l 0-4 3 days ago (3:23 PM F... 1
[ Win10-12 3 days ago (3:26 PMF... 1
D'T']Win‘l 0-42 3 days ago (3:29 PM F... 1 _
[ Win10-66 2 days ago (358 PMF... 1 =
E]Win‘l 0-91 2 days ago (3:31 PM F... 1
E]Win‘l 0-20 3 days ago (3:23 PM F... 1 |
1 Win10-95 2 days ago (4:01 PMF... 1
[ Win10-32 2 days ago (3:38 PMF... 1
D'T']Win‘l 0-50 3 days ago (3:27 PM F... 1
D'T']Win‘l 0-70 2 days ago (4:00 PM F... 1
E]Win‘l 0-25 3 days ago (3:27 PM F... 1
1 Win10-97 2 days ago (3:40 PM F... 1
[ Win10-47 3 days ago (3:23 PMF... 1
D'T']Win‘l 0-92 2 days ago (3:54 PM F... 1
D'T']Win‘l 0-41 3 days ago (3:23 PM F... 1
E]Win‘l 0-38 2 days ago (3:35 PM F... 1
E]Win‘l 0-7 2 days ago (3:32 PM F... 1
1 Win10-46 2 days ago (3:37 PMF... 1
[ Win10-23 2 days ago (3:35 PMF... 1
'_h|h|" Anmn T e I | FLAN DA T 1 v
<] m [ >
||'—__'|j|v Type in an object name to search for Q|
| Add || Cancel |

Figure 36: Selecting and adding 50 VM for restore from Veeam backup on FlashBlade
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With the 50 VMs selected, our next selection was to Restore to the original location within the vCenter instance.

(® Restore to the original location

Quickly initiate restore of selected VMs to the eriginal location, and with the original name and
settings. This option minimizes the chance of user input error.

) Restore to a new location, or with different settings

Customize restored VM location, and change its settings. The wizard will auternatically populate all
controls with the original VM settings as the default settings.

Pick proxy to use

Restore VM tags
Select this option to restore VM tags that were assigned to the VM when backup was taken.
[T Quick rellback (restore changed blocks only)

Allows for quick YM recovery in case of guest 05 software problem, or user error. Do not use this
option when recovering from disaster caused by hardware or storage issue, or power loss.

Figure 37: Selecting restore to original location for 50 VMs

With the setting changes made, we kicked off the recovery operation. The recovery job can be viewed in the running jobs
section of the Veeam console.

BACKUP & REPLICATION Q Type inan by
JOB NAME SESSION TYPE STARTTIME T
[ Win10-1 Full VM Restare
[ Win10-10 Full VM Restore
Cp Win10-11 Full VM Restore
4 [F Last 24 Hours 3 Win10-12 Full VM Restore 5/9,

[} Running (48) Cp Win10-13 Full VM Restore 5/9/2017 5:12 PM

[$ Success 3 Win10-14 Full VM Restore 5/9/2017 5:12 PM

[ Failed Ch Win10-16 Full VM Restore 5/9/2017 5:12 PM
b Win10-17 Full VM Restore 5/9/2017 5:12 PM
% Win10-18 Full VM Restere 5/9/2017 5:12 PM
3 Win10-19 Full VM Restore 5/9/2017 5:12 PM
[ Win10-2 Full VM Restore 5/9/2017 5:12 PM
[} Win10-20 Full VM Restore 5/9/2017 5:12 PM
[} Win10-21 Full VM Restore 5/9/2017 5:12 PM
D} ‘Win10-22 Full VM Restore 5/9/2017 5:12 PM
[} Win10-23 Full VM Restore 5/9/2017 5:12 PM
D} Win10-25 Full VM Restore 5/9/2017 5:12 PM
O Win10-26 Full VM Restore
[ Win10-27 Full VM Restere
[ Win10-28 Full VM Restare
[ Win10-29 Full VM Restore
Cp Win10-3 Full VM Restore
[} Win10-30 Full VM Restore 5/9/2017 5:12 PM
D} Win10-31 Full VM Restore 5/9/2017 5:12 PM
b Win10-32 Full VM Restore 5/9,
% Win10-33 Full VM Restere 5
[} Win10-34 Full VM Restore 5
[ Win10-35 Full VM Restere 5
[ Win10-36 Full VM Restore 5

JACKUP & REPLICATION [ Win10-37 Full VM Restore 5/9
M Win1f-2R Full UM Ractnre N ramnletad 5/Q/3017 513 DM

Figure 38: 50 VM restore job running
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Users can optionally check progress on a single VM by double-clicking on any single instance:

VM Restore | x|
VM name: Win10-6 Status: In progress (0%)
Restore type:  Full VM Restore Start time:  5/9/2017 5:12:03 PM
Initiated by: ~ BAREMETALWINZO0T\Administr... Cancel restore task
| Statistics I Reason I Parameters| Log |
Message Duration |~
) Locking required backup files :00:38 |
Q Queued for processing at 5/9/2017 5:13:10 PM
(%) Processing Win10-6 0:02:30
) Required backup infrastructure resources have been assigned
£ VM Win10-6 was powered off successfully 0:00:13
£ 5files to restore (30,0 GB) =
) Restoring [Win10Desktops] Win10-6/Win10-6.vmx 0:00:03
S Restoring file Win10-6.nvram (2.5 KB)
) No VM tags to restore 0:00:02
O] Preparing for virtual disks restore 0:00:44 ||
!

Figure 39: Individual VM restore progress example

Upon recovery job completion, we found that we could restore the 50 VMs in approximately 33 minutes as the next
screenshot highlights. This extremely fast recovery operation again emphasizes the huge advantages that an all-flash
datacenter running Veeam's optimized software stack provides. Achieving this level of throughput using legacy storage
would require many rack units (if not several racks) of legacy spinning disk to provide comparable bandwidth to this
solution. With Pure Storage FlashBlade, we accomplished this in just 4U with only half of the chassis populated.

JOB NAME SESSION TYPE STATUS START TIME END TIME T

[ Win10-11 Full VM Restore Success 5/9/2017 5:12PM  5/9/2017 5:39 PM
o Win10-13 Full VM Restore Success 5/9/2017 5:12PM  5/9/2017 5:39 PM
[ Win10-1 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:39 PM
[ Win10-2 Full VM Restore Success 5/9/2017 5:12PM  5/9/2017 5:38 PM
[ Win10-12 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:38 PM
Iy Win10-14 Full VM Restore Success 592017 5:12PM 5/9/2017 5:38 PM
o Win10-16 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:38 PM
¢ Win10-17 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:38 PM
o Win10-20 Full VM Restore Success 5/92017 5:12 PM 5/9/2017 5:38 PM
[ Win10-18 Full VM Restore  Success S/9/2017 5:12PM  5/9/2017 5:38 PM
o Win10-21 Full VM Restore Success S/9/2017 S:12PM 5/9/2017 5:38 PM
o Win10-19 Full VM Restore Success S/9/2017 5:12PM  5/9/2017 5:38 PM
[ Win10-23 Full VM Restore Success 5/9/2017 5:12PM 5/9/2017 5:37 PM
[ Win10-26 Full VM Restore Success S/9/2017 5:12PM  S/9/2017 5:37 PM
[ Win10-25 Full VM Restore Success 5/9/2017 5:12PM  5/9/2017 5:37 PM
[ Win10-22 Full VM Restore Success 5/9/2017 5:12PM 5/9/2017 5:37 PM
[ Win10-27 Full VM Restore  Success S/9/2017 5:12PM  5/9/2017 5:36 PM
o Win10-49 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:33 PM
o Win10-34 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:33 PM
o Win10-36 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:32 PM
o Win10-6 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:32 PM
(g Win10-41 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:31 PM
o Win10-7 Full VM Restore Success 5/9/2017 5:12 FM 5/9/2017 5:31 PM
¢ Win10-37 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:31 PM
Lo Win10-24 Full VM Restore Success 5/9/2017 5:12PM  5/9/2017 5:31 PM
(g Win10-43 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:31 PM
(¢ Win10-31 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:31 PM
e Win10-35 Full VM Restore Success 5972017 5:12 PM 5/9/2017 5:31 PM
(g Win10-42 Full VM Restore Success 5/9/2017 5:12PM 5/9/2017 5:30 PM
[y Win10-30 Full VM Restore  Success S/9/2017 S:12PM 5/9/2017 5:30 PM
o Win10-46 Full VM Restore Success 5/9/2017 5:12PM 5/9/2017 5:30 PM
[o Win10-4 Full VM Restore Success S5/9/2017 5:12PM 5/9/2017 5:30 PM
o Win10-28 Full VM Restore Success 50972017 5:12PM 5/9/2017 5:30 PM
[ Win10-3 Full VM Restore Success 5/9/2017 5:12PM 5/9/2017 5:30 PM
o Win10-32 Full VM Restore Success S5/9/2017 5:12PM 5/9/2017 5:29 PM
[ Wini0-50 Full VM Restore Success 57072017 5:12PM  5/9/2017 5:20 PM
o Win10-45 Full VM Restore Success 5/9/2017 5:12 PM 5/9/2017 5:20 PM
o Win10-8 Full VM Restore Success 5/9/2017 5:12PM  5/9/2017 5:20 PM
o Win10-29 Full VM Restore Suecess 5/9/2017 5:12 PM 5/9/2017 5:20 PM
(% Win10-48 Fuill VM Restore Success 5/9/2017 5:12 PM___5/9/2017 5:20 PM

Figure 40: Completed 50 VM restore operation confirming very fast recovery
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The Pure Storage FlashBlade GUI confirms the speed at which our 50 virtual machines were read from the Veeam archive hosted
onitand back to the Pure Storage FlashArray//M so that they could begin servicing workload with minimal recovery time.

May 917:24:30

Bandwidth

A\, Read Bandwidth: 1.68 GB/s
PN
\

~ WAWIR =N
/N NS\ - e B o o - _— \/
/ \/ v \/

5 / ' ‘\\77 - f

Figure 41: Pure Storage FlashBlade GUI showing high read throughput during 50 VM restore job

Conclusions

Through this simple demonstration, we have proven that the combination of Pure Storage FlashArray//M, Veeam Backup
& Replication and Pure Storage FlashBlade delivers the entire suite of data performance, protection and data mobility.
Additional workloads can easily be mixed and managed alongside of this example from the interfaces shown in this guide
across the entire business.

As data capacity requirements grow in both primary and secondary use cases, Pure Storage FlashBlade, FlashArray//M
and Veeam Backup & Replication can non-disruptively scale and be upgraded completely transparently to your
customers. The benefits of running all-flash for both primary and backup data workloads provide transformative
performance for primary workloads, extremely fast recovery and mobility and extreme density which minimizes
datacenter real estate as well as power and cooling costs. Veeam is a natural partner in this space as they provide a
software-based solution that makes data orchestration across these on-premises solutions and cloud-tier providers
effortless to manage from a single pane of glass.

Finally, systems administrators can move away from tedious and repetitive tasks that are focused on just keeping their
infrastructure online and instead move up the stack to concentrate on tasks that will improve the company as whole with
the comfort and knowledge that data is secure and simple to restore when necessary.
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26



Pure Storage and Veeam Backup and Replication for Protecting Mission Critical Data

About Veeam Software

Veeam® recognizes the new challenges companies across the globe face in enabling the Always-On Business™,

a business that must operate 24.7.365. To address this, Veeam has pioneered a new market of Availability for the
Always-On Enterprise™ by helping organizations meet recovery time and point objectives (RTPO™) of < 15 minutes for
all applications and data, through a fundamentally new kind of solution that delivers high-speed recovery, data loss
avoidance, verified protection, leveraged data and complete visibility. Veeam Availability Suite™, which includes Veeam
Backup & Replication™, leverages virtualization, storage, and cloud technologies that enable the modern data center
to help organizations save time, mitigate risks, and dramatically reduce capital and operational costs.

Founded in 2006, Veeam currently has 49,000 ProPartners and more than 255,000 customers worldwide. Veeam's
global headquarters are located in Baar, Switzerland, and the company has offices throughout the world. To learn more,
visit http://www.veeam.com.
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